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Foreword  
 
Justification of online courses  
There already exist several studies which identified a higher level of stress in 
athlete students compared to regular students. Athlete students experience a 
double burden due to the extra amount of sports training and the pressure to 
perform well both in academics and in athletics. This leads to the conclusion that 
athlete students engage less than regular students in their education (Miller, 
Chen & Chiu, 2018). However, it would help athletes to have good and fast access 
to their education and the motivation would be even higher if they could choose 
the content themselves. This individual responsibility may also become 
advantageous in future life and in the sports training (Halem & Wahl-Alexander, 
2018). Thus, online courses with free and open access can be a suitable solution 
to provide education for interested athletes and coaches, who can learn the 
content in an individual way.  The provided content of technologies in sports can 
on the hand help in training immediately, on the other hand, the certificate of the 
online course can be a first step to motivate athletes for academic education in 
the future. Furthermore, such content could be used for injured athletes, or 
persons, who often travel, to use their time for self-reliant education. 
 
Justification of  the structure  
The content will be given by use of images and videos and spoken powerpoint 
presentations. According to the guidelines of Mowling (2018), set inductions will 
ÂÅ ÇÉÖÅÎ ÔÏ ÓÈÏ× ÔÈÅ ÓÔÒÕÃÔÕÒÅ ÏÆ ÔÈÅ ÃÏÎÔÅÎÔȟ ×ÈÅÒÅ ÔÈÅ ÑÕÅÓÔÉÏÎÓ Ȱ×ÈÁÔȱȟ ȰÈÏ×ȱȟ 
Ȱ×ÈÙȱȟ ȰÂÙ ÕÓÅ ÏÆ ×ÈÉÃÈ ÍÅÁÎÓȱ ÁÎÄ ȰÆÏÒ ×ÈÉÃÈ ÐÕÒÐÏÓÅȱ ×ÉÌÌ ÂÅ ÁÎÓ×ÅÒÅÄȢ A 
closure will be made in form of a short review highlighting the most important 
points at the end of the content. Furthermore, (transfer) questions concerning 
the previous content will be asked to invite the participants to think deeper 
about the content. Also instructions for own experiments will be given. In 
additional sections, deeper knowledge shall be provided for interested 
participants and recommendations for further literature will be made. For the 
participants, a short introduction and possible application areas in sports will be 
given and pros and cons shall be provided as methodological critique. All 
components of the technology will be presented and (if possible) concrete 
studies executed with data acquisition and analysis.  
 
Justification of the content  
In many recent studies it is stated that technology comes more and more into 
sports (e.g. Colyer, Evans, Cosker & Salo, 2018, Ida, 2015). Thus, athletes and 
coaches should know recent technologies to make profound decisions about 
what they need in their daily training routines to increase the ÁÔÈÌÅÔÅȭÓ 
performance. Therefore, recent technologies and their usage and importance in 
sports were screened, and the latest and most used technologies in sports 
science were chosen for content.  
 
References 
Colyer, S.L., Evans, M., Cosker, D.P. & Salo, A.I.T. (2018). A review of the evolution 
of vison-based motion analysis and the integration of advanced computer vision 
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Justification of feedback  
Feedback is well known to reduce learning time (Covaci, Olivier & Multon, 
2015a, Miles et al., 2012). Visual information is useful for spatial information. 
Acoustic information (e.g. by use of sonification) is appropriate for velocities, 
accelerations and regularities and might help to maintain the focus. Tactile 
information can be used for force feedback. Feedback should help to improve the 
learning process without making users dependent on it (Sigrist et al., 2015). 
Therefore, thÅ ÆÅÅÄÂÁÃË ÓÈÏÕÌÄ ÂÅ ÁÄÁÐÔÅÄ ÂÏÔÈ ÔÏ ÔÈÅ ÕÓÅÒȭÓ ÓËÉÌÌÓ ÁÎÄ ÔÏ ÔÈÅ 
task complexity.  
It is an often used and very cheap instrument to film movements and give a 
feedback to the athletes to compare recorded movements to ideal movement 
executions. Additional visual information can be given by cueing (foreground 
relevant content), color coding and simulation of complex content (Plass, Homer 
& Hayward, 2009). 
 
Different kind of feedback and current recommendations  
Generally, there exist several forms of feedback - informative and guidance 
feedback-, and this feedback can be given during or after movement execution or 
delayed after execution. Users should not only rely on feedback, but also to their 
own kinesthetic feedback in order to learn correct self-assessment. Therefore, on 
the one hand, it seems appropriate to give a terminal feedback to support own 
motor learning, on the other hand, a real-time feedback seems to be better for 
complex tasks (Miles et al., 2012). Furthermore, it is recommendable to vary the 
kind of feedback to avoid that users get too familiar with  certain feedback and 
refuse other kinds of feedback (Sigrist et al., 2015). 
There are several forms of feedback. An informative feedback gives information 
about statistics or performance and a guidance feedback gives information about 
how to execute next actions (Covaci, Olivier & Multon, 2015a). A guidance 
feedback would be best during movement execution, while an informative 
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feedback would be appropriate after task execution. However, feedback should 
not be given too often and it is better to give feedback after a good task 
performance than after a bad task performance (Miles et al., 2012). 
Plass, Homer and Hayward (2009) demand that only relevant information 
should be given. So, means of communication and adequate language are 
necessary. In general, feedback should be rich, but concisely, specific, and easy to 
understand. Feedback should contain task appropriateness; learning content 
should match the task (Plass, Homer & Hayward, 2009). 
It is important not to overburden users with feedback. Especially beginners are 
not able to deal correctly with all feedback (Covaci, Olivier & Multon, 2015b). 
Thus, feedback must be shortened and reduced to improve only the most 
important part in movement execution, because humans have a limited cognitive 
capacity (Skulmowski et al., 2016). 
 
To learn, reacquire or master a certain movement/motor function, giving the 
right technique and amount of feedback is playing an important role. Feedback 
can further be divided into two subfields. Task-intrinsic feedback and augmented 
feedback (Figure 1). Task-intrinsic feedback is everything the performer feels, 
sees, hears, smells or taste with his body sensors ɀ feedback directly from the 
performer and not from someone or something else. Therefore, it cannot be 
guided or controlled as the augmented feedback (Edwards, 2011).  
The augmented feedback is feedback given to the performer of a motor function 
by an external source, as an observer, a video replay or a graph of some aspect of 
the performance (Edwards, 2011). This type of feedback can either be given 
verbal or nonverbal and is described as adding to or enhancing the task-intrinsic 
feedback. In some cases, the performer can detect the performance but cannot 
fully process the movement and needs assistance in fully understanding what 
happened (e.g. feedback from a trainer). On the other side, augmented feedback 
is adding information (from a trainer, video, etc.) that the performer could not 
detect with his own sensory system (Magill, 2016).  
The augmented feedback is furthermore subdivided into knowledge of results 
(KR) and knowledge of performance (KP). KR is kind of an addition to the task-
intrinsic feedback. It gives external information about an outcome of an action in 
terms of the goal of the action (what happened, what was the outcome, how 
successful was the attempt). This provides more information for beginners 
rather than elite athletes.  
 
KP gives information about the movement characteristics (effectiveness) leading 
to the outcome which is important for beginners and elite athletes. This feedback 
tells the performer if the movement was correct or incorrect and if incorrect, 
how to adjust the movement to get a better outcome.  
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Figure 1: Dividing feedback into task-intrinsic and augmented feedback with all 

subgroups (Magill, 2016)  

Feedback can be given in various forms (Figure 1), methods (descriptive or 
prescriptive), at various intervals (timing) and frequencies but it always has the 
same functions: information, motivation, reinforcement, and guidance. 
)ÎÆÏÒÍÁÔÉÏÎ ÁÂÏÕÔ ÔÈÅ ÏÕÔÃÏÍÅ ÏÆ ÔÈÅ ÐÅÒÆÏÒÍÅÒȭÓ ÁÃÔÉÏÎ ÁÎÄ ÔÈÅ ÃÏÒÒÅÃÔÎÅÓÓ ÏÒ 
incorrectness. Giving motivation, to encourage the performer to continue 
practicing. Reinforce correct behavior against the incorrect behavior. Guide the 
performer to correct actions. All this includes giving feedback with the variations 
of timing, frequency, and method and can be applied for elite athletes and 
beginners (Magill, 2016). 
 
To give proper feedback it is necessary to understand all the principals of giving 
feedback. How precise should feedback be? When should feedback be provided? 
How frequently should feedback be provided? These are important questions for 
giving feedback and there are many more (Edwards, 2011). To fully understand 
and give proper feedback, it is necessary to understand all parameters and to 
understand when and how to use them. On one hand, the augmented feedback 
should not be the primary source of feedback for an elite athlete; the task-
intrinsic feedback should be in most cases good enough developed so that the 
elite athlete only needs confirmation about his or her statement. On the other 
hand, a beginner needs more augmented feedback to also develop his task-
intrinsic f eedback to fully understand the motor skill (Magill, 2016).  
Many variables have to be considered when giving feedback.  
 
Giving useful feedback is not something new or modern but is essential for 
beginners and elite athletes. Every coach, trainer or therapist should know the 
basics of giving good and necessary feedback in the process of learning a new 
motor skill or mastering a movement and should, therefore be included.  
This topic can also be integrated in module 1.4 with an estimated online content 
of 1-3 hours. 
 
Feedback in the online courses  
It is planned to establish a test (e.g. multiple choice test) after each course (unit) 
or module. Thus, the user gets a direct feedback if he/she has well understood 
the content. In the single lessons, it is further possible to implement interposed 
questions which have to be answered correctly to get to the next lesson. Due to 
the nature of online courses, no personal feedback can be given, but we invite 
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athletes and coaches to do the courses in groups. This way the group members 
could help each other, and it would be easier to perform the proposed 
experiments.  
To ensure multimodal learning, feedback should be given by many sensor 
channels (Miles et al., 2012). Therefore, it is planned to show powerpoint 
presentations with videos and images and the written text shall also be spoken 
by use of up-to-date computer programs.  
Users should be allowed to influence the content, the velocity of information 
presentations and their order (Plass, Homer & Hayward, 2009). To satisfy the 
bespoken demand the online courses can be completed in a self-determined way: 
powerpoint slides can be skipped forwards and backwards or paused to e.g. 
analyze pictures more in detail or to look for further literature regarding the 
bespoken topic. 
 
 
References 
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Covaci, A., Olivier, A.H. & Multon, F. (2015b). Visual Perspektive and Feedback 
Guidance for VR Free-Throw Training. IEEE Computer Graphics and Applications 
2015. Sep-Oct; 35(5):55-65. DOI: 10.1109/MCG.2015.95 
 
Edwards, W. H. (2011). Motor learning and control: from theory to practice. 
Belmont, CA: Wadsworth Cengage Learning. 
 
Magill, R. (2016). Motor learning and control: concepts and applications (11th 
[edition]). Dubuque: McGraw-Hill  Education. 
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learning using a tangible user interface: The effects of haptic perception and 
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Structure of the survey report  
 
Methods ɀ literature search  
The envisaged online modules in SMART SPORT will comprise 108 hours in total 
and are as follows: 
 

1. Digital assistance systems / Online course module 
2. Motion tracking and analysis / Online course module 
3. Data analysis tools / Online course module 
4. Innovative Sports Equipment and Technologies 

 
Based on the top three module, according to the project description, the 
literature review and the web search have been conducted. During literature 
research, it became evident that module number four is also important and 
should be integrated into the planned content.  
The search was performed using sports scientific databases (e.g. scopus, ACM, 
pubmed and IAT database) and scanning reference lists of already found articles 
and reviews. The keywords of the top three modules and further knowledge of 
the chosen content were used. For example, for searching literature in module 2 
ɉÍÏÔÉÏÎ ÔÒÁÃËÉÎÇ ÁÎÄ ÁÎÁÌÙÓÉÓɊȟ ×Å ÁÌÓÏ ÕÓÅÄ ÔÈÅ ËÅÙ×ÏÒÄÓ ȰÍÏÔÉÏÎ ÃÁÐÔÕÒÉÎÇȱȟ 
ȰÍÁÒËÅÒÓȱȟ ȰÓÅÎÓÏÒÓȱȟ ȰÆÏÒÃÅ ÐÌÁÔÅÓȱȟ ȰÃÁÍÅÒÁÓȱ ÅÔÃȢȟ ÁÎÄ ÁÌÓÏ Á ÃÏÍÂÉÎÁÔÉÏÎ ÏÆ 
several keywords. The literature search was conducted by the university of 
Vienna and university of Magdeburg in the time of February to September 2018. 
However, this search will go on during the process of the creation of the actual 
content for the project. 
 
Those technologies considered as relevant current and future technologies are 
described. Following the premise of a neutral standpoint, several technical and 
scientific issues are mentioned, such as data security, accuracy of measurements, 
controversial research results, questioning of manufacturer promises, as well as 
a pro and con discussion (potentials and risks) of all applicable smart sport 
technologies. 
 
Our definition of smart sports technologies is as follows:  
smart = additional value to already existing item, mainly by electronic 
technology (e.g. sensor) 
gadget = technology or device which is currently popular 
wearables = anything that is light-weight and small enough to be worn on the 
body or carried with the person while doing sports activities 
According to ([1]), wearables are electronic wireless devices with embedded 
sensors to receive data about a human or the surrounding environment. They 
send information to the processing unit (e.g. a server), and the user gets a direct 
feedback. The International Electrotechnical Committee divides the smart 
devices into the following types: near-body electronics, on-body-electronics, in-
body electronics, and electronic textiles.  
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References 
[1] Available online:: https://teslasuit.io/blog/wearables/detailed -wearables-
classification-by-teslasuit-team (22.08.2018) 
 
 
Each chapter (technology) is divided into the following sections: Introduction 
and application, Functionality, Cons and criticism, Justification, Estimation and 
References. The reference list is given at the end of each chapter. 
We chose four modules (in bold in the table of contents). Each module will later 
consist of two to four courses (units, underlined in the table of contents) with 
several subsections. These subsections are set out in the following report based 
on previous scientific literature search. 
  

https://teslasuit.io/blog/wearables/detailed-wearables-classification-by-teslasuit-team
https://teslasuit.io/blog/wearables/detailed-wearables-classification-by-teslasuit-team
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1. Digital assistance systems  

1.1 Smart devices 

a) Eyewear 
 
Introduction and application  
Cognitive skills (e.g. anticipation and decision-making) are essential in sports 
and can be examined using eye-tracking and / or virtual reality (VR) or 
augmented reality (AR) to analyze anticipatory signals to which athletes respond 
to (Craig, 2013, Ida, 2015). Such new insights could be used in cognitive training, 
which is highly underrepresented in sports (Farrow & Raab, 2018, Harris, 
Wilson & Vine, 2018).  
VR offers realistic, safe and standardized learning environments and provides 
manipulations which are not possible in reality. Furthermore, depth vision is 
given in contrast to video footage (Vignais et al., 2015). VR and eye-tracking can 
also be coupled by use of VR glasses with included eye-tracking device to analyze 
decision-making in sports.  
 
Functionality  
Using eye-tracking foveal vision can be analyzed with the following parameters: 
location and duration of fixations, quiet eye periods (QEs) and areas of interest 
(AOIs). It is assumed that QEs and AOIs contain relevant information which is 
processed by athletes to initiate their own motor response (Kredel, Vater, 
Klostermann & Hossner, 2017).  
With VR natural, but standardized sports scenarios can be created to analyze 
motor and gaze behavior of athletes. Therefore, a virtual environment (VE) has 
to be developed by use of modern computers with adequate graphic cards, 
software and programming skills and / or 360° cameras. Virtual characters (VCs) 
have to be created using motion capturing data of expert athletes (Argelaguet & 
Andujar, 2013). To view and interact with a VE and/or a VC, the athlete is placed 
in a CAVE (CAVE Automatic Virtual Environment), a cube-shaped projection 
system that surrounds the athlete, or a powerwall (life-size canvas) or is wearing 
a Head Mounted Display (HMD), where the VR is directly projected onto the eyes.  
With smart glasses, it is further possible to provide additional information 
concerning objects which can be seen in reality. This additional information can 
be written or colored information or information about route descriptions.  
AR is a mixture of VR and reality. The athlete can see the real world through 
special glasses, where additional information (e.g. artificial objects) can be 
superimposed (Rebenitsch & Owen, 2016).  
 
Cons and criticism   
There exist many studies which used eye-tracking, VR and AR in the domain of 
sports, but many studies have not been made with immersive VR or not with 
expert athletes (Donath, Rössler & Faude, 2016, Düking, Holmberg & Sperlich, 
2018).  
With eye-tracking only foveal, but not peripheral vision can be analyzed, what is 
a disadvantage, because athletes, especially in fast reacting sports rely heavily on 
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peripheral vision. Therefore, it makes sense to couple eye-tracking with further 
methods, such as temporal and spatial occlusions (removal of information), 
either in film material or in VR. Already Vignais et al. (2015) found that for 
perception tasks, VR is more appropriate than 2D video footage.  Moreover, there 
also exist liquid crystal spectacles which can be used to provide temporal 
occlusions in in-situ or field studies (e.g. Müller & Abernethy, 2006).  
VR is an often used tool in sports science. However, VR is a quite new technology 
and should be treated with caution, because there exist several unsolved 
problems. Due to technical delays symptoms of cybersickness can occur 
(Rebenitsch & Owen, 2016). Furthermore, there is too little evidence that VR is 
appropriate for trai ning in high-performance sports because there is a lack of 
interventions, transfer and retention test (Düking, Holmberg & Sperlich, 2018, 
Petri, Bandow & Witte, 2018). 
 
Justification   
VR and AR are new technologies which gain more acceptance and availability 
since HMDs reached commercial viability. VR and AR provide a realistic tool for 
visualization and interaction in a sports specific way. VR was already used in 
several sports studies to support and analyze movement execution (Petri, 
Bandow & Witte, 2018).  
Coaches can use VR and AR to teach tactical solutions more understandably and 
athletes could try to interact with virtual opponents or teammates and to learn 
new movements in safe conditions because real collisions are not given. Several 
studies using VR were made in sports and showed that VR can be suitable for 
anticipation research to detect relevant signal to which expert athletes respond 
(Craig, 2013) and for training (Petri, Bandow & Witte, 2018). Furthermore, VR 
can be used to visualize tactics, spatial tracks of athletes and e.g. balls can be 
shown from different perspectives (Petri et al., 2018). 
Analysis with eye tracking devices can also be used in anticipation research and 
are a common used instrument to detect areas of interest and to measure 
attention (Kredel, Vater, Klostermann & Hossner, 2017). 
 
Estimation  
Four hours of content can be filled: two hours with virtual reality, a half hour 
with augmented reality and one hour with eyetracking. 
 
References 
Argelaguet, F. & Andujar, C. (2013). A survey of 3D object selection techniques 
for virtual environments . Computer & Graphics, 37, 121-136. 
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(exergaming) compared to alternative exercise training and passive control on 
standing balance and functional mobility in health community-dwelling seniors: 
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b)  Activity tracker  
 
Introduction and application  
Activity trackers and fitness trackers are currently experiencing a huge upward 
trend. In times when health is more and more in demand, of course, it must also 
be recorded how much people move over the day. There is a direct link between 
the frequency of exercise and health (Mueller, Winter & Rosenbaum, 2010). 
Beside of the well-ËÎÏ×Î ÃÏÍÐÁÎÉÅÓ ÌÉËÅ Ȱ&ÉÔ"ÉÔȱ ÏÒ Ȱ*Á×ÂÏÎÅȱ, there is also a 
particular device for the scientific use like the Actigraph, it is the gold standard, 
and other wrist-worn devices have to compare with this one. 
 
Functionality  
Activity trackers can now measure quite a few things because there is an inertial 
sensor inside. That allows measuring tiny acceleration. An algorithm can 
calculate the steps out of it, and this is a pendant to the travelled distance. 
Another algorithm enables estimating the overall activity. That means activity 
can be recognized without looking at the steps only, which makes it possible to 
monitor sedentary activities and sleep.  
Based on the data obtained in this way, conclusions about the kilocalories 
burned are also drawn, taking into account the body size and the weight. Since 
the smart devices are now so small, they do not disturb even at night, which 
means they can tell how restful sleep is. Some bracelets also have some optical 
sensors to capture the pulse, which can be very interesting in certain training 
sessions. Over the entire course of the day, for example, the regeneration can be 
recorded. For example, an increased heart rate indicates overtraining and this 
together with the quality of the sleep is essential to know for athletes and 
trainer. 
 
Cons and criticism  
Different measuring devices calculate different values because each 
manufacturer uses their own algorithm. In the number of steps are now many 
models on the same level, since they rely on the data from the inertial sensor, 
and they use the software on the sensor to detect steps. The most significant 
difference in counting steps is the positioning of the tracker (Park, Lee, Ku, & 
Tanaka, 2014). Especially given the exercise of certain sports this should be 
taken into account. The pulse rate, however, has some serious problems when it 
is directly worn on the wrist and not via a chest strap. Especially with short-term 
stress, such as strength training for example. It is not possible to get accurate 
results (Porto, 2009), because in some sports the wrist movement is too high for 
good pulse detection. The values can vary significantly from each other, as in the 
measurement on the wrist average.  
Values are measured over a more extended period are better, in endurance 
sports such as running that plays not an important role. Another problem is the 
attachment of the sensor to the arm. It can disturb the athlete during his training.  
Furthermore, the calculated calorie consumption has a significant fluctuation. 
Particularly in connection with the pulse measurement on the wrist, deviations 
of more than 50% can arise, which must be considered (Robertson, Stewart-
Brown, Wilcock, Oldfield, & Thorogood, 2011). 
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Justification  
Fitness trackers do not enjoy increasing popularity for no reason. They are small 
and provide hobby athletes to get quick access to interesting information. In 
addition, they also offer a practical benefit. For example, the smartphones can be 
left at home while jogging, as it can display things like time or forward the music 
to the corresponding Bluetooth headset. Also, the tool helps significantly to 
improve the training by tracking activity. It also displays pulse and accordingly 
the running speed or the corresponding breaks in strength training can be 
maintained.  
After the training, the regeneration can be monitored, and overtraining avoided. 
Especially for athletes and trainer, it is affordable information. The last point that 
is affected is motivation. It already starts with the number of steps. Here you can 
set a daily goal that will be attempted to reach. This should usually be around 
10,000 steps a day (Le Masurier, Sidman, & Corbin, 2003). If this value is not 
reached, the bracelet reminds the user to move. The results can also be shared 
automatically across social networks, providing more motivation to achieve that 
goal every day. 
In our time there are so many people wearing wristbands to measure their 
activity. So it is important to know how they will be working and what they can 
do. It could play a prominent role in our health system because it will motivate 
so many to do more sport. As a result, hopefully a decrease of e.g. cardiovascular 
diseases and overweight can be seen. 
Another positive point is the data that will be generated. It is possible to make 
comparisons all over the world and get some impressive results out of it.  
 
 
Estimation  
Four hours of content: the significant potential to make all the basics in sensor 
measurements, application, social media aspects 
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c) Smart watches 
 
Introduction and application  
Smartwatches can replace smartphones in sportive environments and even fit on 
the wrist. Such a watch keeps persons around the world up to date without 
holding a smartphone in their hands. Read and answer e-mails and messages via 
a messenger, take calls, catch up on breaking news or find the right way in a 
foreign city are some possibilities. The current smartwatches operate via 
touchpad and also by voice (Komninos & Dunlop, 2014). More and more 
additional functions like GPS, pulse and height make it even possible to use it 
without a mobile phone. It will replace the extra fitness tracker and this is 
especially interesting for athletes who spend a lot of time with training. Now 
they have all the information they need on the wrist. 
 
 
Functionality  
The smartwatch has even a better performance than a normal fitness tracker. It 
is because of better processors and displays. It is required because it has a bigger 
functionality. But in general they are pretty similar. They use the same sensors as 
accelerometer, heart rate monitors and GPS-modules. Accelerometers measure 
small accelerations and can be used to count steps. Even at night it can detect the 
amount and intensity of movements and give a conclusion of the sleep quality 
(Vermaat et al., 2017). 
The heart rate is measured by an optical sensor, which looks for the alternating 
volume of the arteries. These dates allow statements about the energy 
consumptions.  
GPS-modules work in combination with satellites. They measure the time 
differences between several satellites and the trilateration will give the exact 
position. This is useful for tracking distance by running or cycling for example. 
 
 
Cons and criticism   
Not every watch is compatible with every mobile phone. Important here is the 
operating system. Samsung and Sony use their own operating systems. Apple 
Watches on iOS cannot be used with an Android phone. 
With all the onboard functions and the displays, the watches get even bigger than 
a fitness tracker and this could be disturbing in sports where the arms are 
moving pretty quick (Volleyball for example). And sometimes it is not accurate 
enough. In sports with high wrist movements, the optical pulse measurement 
method is inaccurate.  
Another problem would be the battery life. With all the functions it is normal to 
charge such a device every single day.  
 
 
Justification   
)Ô ÉÓ Á ÂÉÇ ÐÁÒÔ ÏÆ Ȱ)/4ȱ ɉ)ÎÔÅÒÎÅÔ-Of-Things) and important to know. It could also 
play a big role in the fight against heart disease, because it works as a long-term 
electrocardiogram and will alarm if there is an issue.  
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It also helps athletes with their training, because they can easily track all their 
activities, take lap times and set timers to improve their breaks. 
 
 
Estimation  
Four hours of content: like Activitytracker (see chapter above). 
 
References 
Komninos, A., & Dunlop, M. (2014). Text input on a smart watch. IEEE Pervasive 
Computing, 13(4), 50ɀ58. DOI: 10.1109/MPRV.2014.77 
 
Vermaat, M., Sebok, S., Freund, S., Campbell, J., Frydenberg, M. (2017). 
Discovering Computers 2018: Digital Technology, Data, and Devices. Boston, MA: 
Cengage Learning, ISBN: 9781337285100 
  



 

18 
 

d)  Ear-based devices 
 
Introduc tion and application  
In the time of wireless connectivity, low power computing and small form 
factors, there is the possibility to put some devices directly into the ears. There 
are already some devices out. The most common are probably wireless 
headphones and hearing aids. New systems are now able to measure some 
interesting data, e.g. temperature, directly in you your ear the hole time. It is also 
possible to wear a mobile ECG (electrocardiogram) monitoring device on the ear. 
It is very useful to record the heart rate and electrocardiogram in such an easy 
way bus use of an optical sensor, which looks for the alternating volume of the 
arteries. These dates allow statements about the energy consumptions (Valenti & 
Westerterp, 2013).  
Another scenario is to improve the productivity. That means it gives the ability to 
control the mobile device with a fingertip.  
 
Functionality  
Control of a device is given by an accelerometer. It is a tiny piece of technology 
enabling the user to detect several gestures like tipping on your headphones, e.g. 
to skip the music title or start the speech assistant to make a more complex 
order. 
The customer can now decide which command he will do. The next level is to use 
capacity sensors. This allows to use different gestures and even gestures with 
more than one finger. Thus, it is possible to pinch in and out and use different 
areas of the ear to control several function on the device (Lissermann, 2013).   
The other function is the temperature measurement, which can be measured by 
some small thermistors. Their electrical resistance decreases if the temperature 
increases.  
In case of the device for the ECG some graphene-coated sensors are used. The 
ability as a highly electrically conductive material makes it possible to measure 
the small voltage (Celik et al., 2017). 
 
Cons and criticism   
A problem could be the connection between himself and all the wireless 
connections in the environment. In case of too many connections in the air, for 
example on exhibitions, there are often problems to connect with your device 
because it is so much traffic outside. In our lives it can also become a problem 
because we get more and more wireless devices. Another thing is the effect of all 
the electromagnetic fields on the human himself. At the moment, there are some 
short term studies out there and they cannot find an effect until now (Mandalà et 
al., 2014). Long term studies will show in the future if this is a problem.  
 
Justification   
All these devices can be helpful and it is necessary to understand these 
technologies more and more to improve daily living because the applications are 
manifold. It is also easy to build such devices, because processors, batteries and 
every other part become smaller and the interaction with it  becomes easier. Also 
the point of intersection is even easier to connect with each other.  
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An important thing that plays a big role is the option that such a tool can be used 
without using the eyes. Operations work with cognitive maps in ÔÈÅ ÕÓÅÒȭÓ head 
and hit areas or a specific point on ÔÈÅ ÕÓÅÒȭÓ ear, which is very easy to learn in a 
few minutes. Even athletes and trainers can benefit from it. The pulse rate is a 
reliable factor for showing the state of the generation (Cole, Blackstone, 
Pashkow, Snader, & Lauer, 1999) after a training session and gives a good hint 
when to start the next session. Furthermore, the measurement of heart 
frequencies is more accurate with ear based devices compared to devices word 
at the wrist. 
 
 
Estimation  
Two hours of content can be filled: one hour different scenarios and one hour 
with how its function. 
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e) Mobile voice control technologies  
 
Introduction and application  
Mobile voice control would probably play a major role in our future lives, 
because smartphones are worn the whole day near the human body. It is 
possible to organize the daily routines by setting an alert, make an appointment, 
call someone and so on. Set up the timer only with the voice is probably a nice 
support for athletes to keep their breaks in an accurate way. It is also possible to 
exchange data with further measuring instruments ɉ£ÐÁÌÅ Ǫ 3ÃÈ×ÅÉÚÅÒȟ ςπρφɊ.  
The key for this feature is the (automatic) speech recognition. This is a branch of 
applied computer science, engineering and computational linguistics. It deals 
with the investigation and development of procedures which makes a spoken 
language of the automatic data accessible. The speech recognition is to be 
distinguished from the voice or speaker recognition, a biometric method for 
personal identification.  
 
Functionality  
In the automatic speech recognition, there are several factors which influence 
things like accuracy, speed of detection and size of the application.  This is 
important if this is a local service on the device. If it is a cloud solution the size 
ÄÏÅÓÎȭÔ ÍÁÔÔÅÒȢ  
The function will start with an analogue value from the voice himself. Afterwards 
the electronic will grab and change it with the help of an analog-digital-converter 
to a discrete signal. After this step the software applies a filter to decrease the 
signal noise. With the help of the fast Fourier Transform (FFT) it will be divided 
into different frequency components. This allows to see the whole spectrum of 
the voice. Nervousness for example will show up in higher frequencies in 
comparison with the baseline (Streeter et al, 1977). The last two steps are to 
logarithmic the signal and a reverse FFT to get the cestrum (Graves, Mohamed, & 
Hinton, 2013). After these processes the recognizing will start. The most popular 
one is the phoneme-based model together with the Hidden Markov Models 
(HMM). The software is now able to guess the right words and grammar with the 
usage of a huge database ɉ£ÐÁÌÅ Ǫ 3ÃÈ×ÅÉÚÅÒȟ ςπρφɊ. 
 
 
Cons and criticism   
The main negative point of this technology is that mobile phones ÁÒÅ Ȱlisteningȱ 
all the time and this could probably be a problem with privacy. 
The other point is the very complex content and this is the reason why different 
database can guide to different results. Due to the large data input by users, big 
companies like Google can improve their process in speech recognition.  
 
 
Justification   
4ÈÅÒÅ ÁÒÅ Ô×Ï ÍÁÉÎ ÌÅÁÄÅÒÓ ÆÏÒ ÍÏÂÉÌÅ ÖÏÉÃÅ ÃÏÎÔÒÏÌ ÁÐÐÌÉÃÁÔÉÏÎȢ 4ÈÉÓ ÉÓ Ȱ3ÉÒÉȱ 
ÆÒÏÍ !ÐÐÌÅ ÁÎÄ ÔÈÅ Ȱ'ÏÏÇÌÅ !ÓÓÉÓÔÁÎÔȱ ÆÒÏÍ 'ÏÏÇÌÅȢ 4ÈÅÙ ÄÅÖÅÌÏÐ ÍÏÒÅ ÁÎÄ 
more features for daily lives and one major point is the voice control and the 
field of usage is enormous.  
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The big advantage of such a hand- and eye-free tool is the efficiency and safety. It 
helps to make some shortcuts and work faster. The IOs-assistant will start by 
sayÉÎÇ ÔÈÅ ÍÁÇÉÃ ×ÏÒÄÓ Ȱ(ÅÙ 3ÉÒÉȱȢ !ÆÔÅÒ×ÁÒÄÓ ÔÈÅ ÃÏÍÍÁÎÄ ÌÉËÅ Ȱ3ÅÔ ÔÈÅ ÔÉÍÅÒ 
ÔÏ υ ÍÉÎÕÔÅÓȱ ÉÓ ÔÏ ÔÅÌÌȢ !ÎÏÔÈÅÒ ÆÅÁÔÕÒÅ ÉÓ ÔÏ ÍÁËÅ Á ÃÁÌÌ ÂÙ ÕÓÉÎÇ ÔÈÅ 
corresponding name.  
Athletes can use it in the training to control their music and this will lead to a 
better learning process (Simpson & Karageorghis, 2006).  
 
 
Estimation  
Four hours can be filled: Most of the stuff would be the speech recognition (with 
three hours) and one hour for some example applications. 
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1.2 Smart textiles  

a) T-shirts and socks  
 

Introduction, application and functionality  
Smart wearable technology can be included into garments, i.e. pieces of textile 
clothing, such as T-shirts, trousers, bras or socks. Besides military, medical and 
health-care applications, this technology can be used in sports applications as 
well. The development of special manufacturing processes including conductive 
elements directly into the textile yarns and fibers of flexible knitted garments 
(Kumar & Vigneswaran, 2016) allows for increased comfort compared to 
classical electrical wires. Wearable garments are mostly multi-layer systems, 
consisting of at least an internal layer (in contact with the skin) and an external 
one, with connected electronics and circuitry (Kumar & Vigneswaran, 2016). 
Vital signs like ECG or heart rate, EMG, respiration rate, skin temperature and 
moisture can be monitored by integrated sensors and live feedback can be 
provided. The first approach was a plug to attach a heart rate belt sensor directly 
onto T-shirts or sports bras (e.g. Adidas SuperNova Bra; Suh, 2015), followed by 
directly integrated HRM technology. The HeartIn smart t-shirt with ECG tracks 
heart rate with a sensor on the chest and transfers data to a smartphone app 
during workout and recovery (Heartin, 2018) (Figure 1). Hexoskin Smart Shirts 
combine cardiac and respiratory measurements (Aliverti, 2017) with the same 
purpose (Hexoskin, 2018). 

 
Figure 2: HeartIn smart t-shirt 

In addition to woven-in accelerometers, Nadi X smart yoga pants have live haptic 
(vibration) feedback at the ankles, hips and knees help in keeping proper yoga 
pose like a digital yoga coach (Wearable X, 2018). Although quite expensive 
($179), the integrated sensors need a power pack attached behind the left knee 
(Caddy, 2018). The CuteCircuit SoundShirt features 16 micro-actuators 
embedded in the fabric of the garment, creating a haptic sensation of music to 
enable participation of deaf people in dance activities (Cutecircuit, 2018).  
Surface electromyography (EMG) bipolar electrodes can be integrated into 
sports textiles, requiring perfect fit of shorts when assessing quadriceps muscle 
activity (Finni et al., 2007). With the Myontec Muscle Monitor EMG shorts, 
muscular actitvity, left / right and front / back muscular balance can be 
evaluated (Myontec, 2018). Clothing+ (2015) advertises the integration of skin 
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temperature and conductivity sensing into clothing without giving specific 
examples. 
In addition, technologies for flexible rechargeable batteries (Qu, Semenikhin & 
Skorobogatiy, 2015) and displays (Cochrane et al., 2011) are available as 
prototypes. 
 

Cons and criticism  
A common drawback of smart textiles is their limitation to the body region they 
are designed for, and their validity depends upon perfect fit. The debates 
surrounding smart textiles are just the same as for any other technical 
innovation. Scientific research, understanding of cultural, sociological and 
philosophical implications lags behind the rapid rate of technical innovation 
(Farrington, 2017). Startups and crowd-funded projects (e.g. KeenBrace EMG 
sensor; Indiegogo, 2017) constantly bring out new products to the market while 
others disappear (e.g. LifeShirt® by Vivometrics; Heilman & Porges, 2007), so 
there will never be a complete and up-to-date list of smart textiles. Most 
wearables have only been promoted by the manufacturers themselves and 
tested by influencers on the internet. Potentially negative aspects of their usage 
(e.g. surveillance and intrusion of privacy, digital addiction and corporate misuse 
of data) must be balanced out with positive aspects of their usage (e.g. capacities 
for personalisation, empowerment, and greater self-knowledge) (Farrington, 
2017). 
 

Justification and estimation of course hours  
Wearables have the potential to monitor health to assist with improving sports 
performance (Kumar & Vigneswaran, 2016) without being restricted to costly, 
×ÉÒÅÄ ÏÒ ÉÎÖÁÓÉÖÅ ÌÁÂÏÒÁÔÏÒÙ ÍÅÁÓÕÒÅÍÅÎÔÓȢ 4ÈÅÙ ÁÒÅ ÅÁÓÙ ÔÏ ÕÓÅ ÁÎÄ ÄÏÎȭÔ 
require expert knowledge. The wearables market is growing quickly, so it is 
likely that wearables will assume an ever more prominent role in the everyday 
technological landscapes of the future (Farrington, 2017). Attempts to 
understand the future impacts of wearables (in sports) will need to balance 
utopian and dystopian polarities with theoretically informed and empirically 
grounded approaches (Farrington, 2017). This is exactly the way this project 
intends to inform future users. 
 
This topic will fill estimated three hours of theoretical online content. 
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b)  Shoe insoles 
 
Introduction and application  
Force pressure can be measured by two systems: platform systems and in-shoe-
systems. These systems are often used instruments in sports biomechanics for 
the analysis of the interaction between foot and ground surface to i) investigate 
gait, posture, balance, and foot wear design, ii) to detect lower limb problems, 
and to iii) conduct injury prevention (Razak, Zayegh, Begg & Wahab, 2012).  
They can also be used in rehabilitation for patient groups, e.g. diabetes. Both 
systems measure forces and pressure (peak pressure and pressure distribution) 
at the feet (Hellstrand et al., 2014).  
 
Functionality  
The foot can be divided into 15 areas: heal (area 1-3), midfoot (area 4-5), 
metatarsal (area 6-10), and toe (area 11-15) (Fig.1). In in-shoe systems (shoe 
insoles) small sensors are horizontally and vertically attached to analyze 
pressure in the anatomical areas of the foot. Such shoe insoles have to be cost-
effective, lightweight, energy efficient, and flexible (Razak, Zayegh, Begg & 
Wahab, 2012, Tan et al., 2015).  
The sensors can be capacitative sensors, resistive sensors, piezoelectric sensors 
or piezoresistive sensors, where according to the induced force, electric impulses 
can be detected which are proportional to the force.  
Sensors have to be small, and must provide linearity, low hysteresis, a pressure 
range for up to 3 MPa, a temperature sensitivity for only 20-37°, and an 
operating frequency of 200 Hz.  
There exist both wired and wireless sole systems, but wireless systems are 
preferable to avoid the risk of falling (Razak, Zaegh, beg & Wahab, 2012). Often 
in-shoe systems are evaluated by comparison with platform systems, which are 
more accurate due to the greater number of sensors (Tan et al., 2015). 
 

 
 
 
 
 
 
 

Figure 3: Foot anatomical areas according to Shu et al. (2009) 
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Cons and criticism   
Important factors for both platform systems and in-shoe systems are spatial 
resolution, sampling frequency and thus, accuracy. Unfortunately, in-shoe 
systems provide a lower spatial resolution compared to platform systems, 
because of the smaller number of implemented sensors. Therefore, accuracy is 
decreased in in-shoe systems.  
Furthermore, it is possible that the shoe insoles slip during movements and 
avoid precise data recording (Razak, Zayegh, beg & Wahab, 2012). An additional 
problem is that in-shoe systems are restricted to shoes, thus, it is not possible to 
analyze pressure during barefooted activities. 
 
Justification   
Although spatial resolution is lower in in-shoe systems, they can be used to 
analyze gait, posture and balance in natural conditions, because shoe insoles are 
not restricted to laboratories as it is the case with platform systems. Shoe insoles 
can be used with every shoes and every underground. And, compared to 
platform systems, tested persons can perform their activities in a normal way. 
No practice for e.g. gait for correct foot strike on the platform must be taken 
(Razak, Zayegh, Begg & Wahab, 2012, Tan et al., 2015).  
Shoe insoles are also important in (high-performance) sports to analyze foot 
pressure during running, jumping and throwing (e.g. Salpavaara, Verhoe, Lekkala 
Ǫ (ÁÌÔÉÎÎÅÎȟ ςππωɊ ÏÒ ÄÉÓÔÒÉÂÕÔÉÏÎ ÏÆ ÂÏÄÙȭÓ ÃÅÎÔÅÒ ÏÆ ÍÁÓÓ ɉÅȢÇȢ (ÏÌÌÅÃÚÅËȟ 
Ruegg, Harms & Troster, 2010). These parameters can be taken to analyze 
posture and balance, which are basic requirements for good performance. By use 
of such systems a direct feedback can be given to improve performance and 
prevent injuries (Holleczek, Ruegg, Harms & Troster, 2010, Razak, Zayegh, Begg 
& Wahab, 2012). 
 
Estimation  
Two hours can be filled: 30 minutes for platform systems and 90 minutes for in-
shoe systems. 
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1.3 Non-wearable technologies  

a) Game assistance systems 
 
In troduction, application and functionality  
Game assistance systems have been introduced over ten years ago and are 
ÆÒÅÑÕÅÎÔÌÙ ÕÓÅÄ ÉÎ ÔÏÄÁÙȭÓ ÓÐÏÒÔ ÅÖÅÎÔÓ ɉ2ÙÁÌÌȟ ςπρςȠ !ÈÍÁÄÉ Ǫ .ÉÌÏÕÆÁÒȟ ςπρτȠ 
Psiuk et al., 2014; Li & Shi, 2014; Carboch, Vejvodova & Suss, 2016). These 
technologies have to fulfill a variety of tasks during competitive matches. Most 
obviously, the application of these systems should reduce errors by referees and 
umpires to a minimum (Carboch, Vejvodova & Suss, 2016). Moreover, decisions 
made by referees should be visualized to ensure understanding by spectators 
and fans (Collins & Evans, 2008; Winand & Fergusson, 2016). Finally, 
participating players and external observers should experience fairer game with 
objective judgements (Collins & Evans, 2011; Nlandu, 2012).    
Ȱ(Á×Ë-ÅÙÅȱ ÉÓ ÂÁÓÅÄ ÏÎ ÔÈÅ ÐÒÉÎÃÉÐÌÅ ÏÆ ÔÒÉÁÎÇÕÌÁÔÉÏÎ ÕÓÉÎÇ ÔÈÅ ÖÉÓÕÁÌ ÉÍÁÇÅÓ ÁÎÄ 
timing data provided by several high-speed video cameras at different locations 
(Li & Shi, 2014). The system can track the ball and calculate the flight patch even 
if some cameras are being blocked. Moreover, the trajectory of the ball can be 
stored and used to create a symbolic image of the path and the area of impact of 
the ball to visualize the decision process (Collins & Evans, 2008). Since this 
technology bases on tracking technology no manipulation of the ball is 
necessary. This system is frequently used in tennis, soccer and cricket (Collins & 
Evans, 2011; Ahmadi & Niloufar, 2014). 
 
Goal-line technology (GLT) is based on electric and magnetic fields which form a 
grid inside the penalty area as well as the goal. The ball has to be adapted by 
embedding a passive electronic circuit in it. Differences in the magnetic field 
around the goal or behind the goal line occur whenever the ball is placed at 
locations where the magnetic field is present. These changes can be measured by 
the system and used to determine the exact position of the ball. (Ahmadi & 
Niloufar, 2014; Psiuk et al., 2014). As soon as the system detects the ball being 
completely behind the goal line the referee receives a radio signal on their 
wristwatches. Another detection mechanism uses high speed cameras to track 
the ball while in play (Spagnolo et al., 2013; Ahmadi & Niloufar, 2014). GLT 
systems are mainly used in soccer. 
 
Cons and criticism  
'ÁÍÅ ÁÓÓÉÓÔÁÎÃÅ ÓÙÓÔÅÍÓ ÉÍÐÒÏÖÅ ÒÅÆÅÒÅÅÓȭ ÄÅÃÉÓÉÏÎ ÍÁËÉÎÇ ÌÅÁÄÉÎÇ ÔÏ ÍÏÒÅ 
correct calls (Carboch, Vejvodova & Suss, 2016). The duration of analyzing a 
critical sequence and deciding is within seconds. Most commonly used systems 
are non-invasive, therefore not altering the critical objects of the games (i.e. 
balls) (Spagnolo et al., 2013). Moreover, statistical errors are possible for any 
system (Collins & Evans, 2008). Although game assistance systems are becoming 
more and more popular has to be stated that these technologies are primarily 
used at elite level (Ahmadi & Niloufar, 2014). This can be seen as an alternation 
of the game towards a more complex and less fluent variant (Ryall 2012). 
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Figure 1: Scheme of a visual system (Spagnolo et al., 2013) 

 
Justification and estimation of course hours  
Game assistance technologies are implemented with the idea of supporting 
officials in order to reduce the amount of wrong calls to an absolute minimum. 
While it is proven that the mentioned systems are immensely reliant and 
therefore provide right decision-making in most of the cases, all systems are 
susceptible to statistical errors (Collins & Evans, 2008; Spagnolo et al., 2013). 
Thus, wrong decisions are not completely excluded but very unlikely to be made 
compared to decision-making processes without technical assistance.  
Moreover, the fundamental question whether wrong decisions made by referees 
should be extinguished completely to achieve an objectively correct game or if 
human errors are part of the game (Ryall, 2012; Winand & Fergusson, 2016). 
Participants using the online subsection game assistance systems should be 
learning about the basic functionality of the technologies featured in the sections 
above focusing primarily on the different devices necessary (e.g. cameras, 
magnetic coils, antennas). In an application oriented section participants could 
be confronted with real game situations having to decide on the correct in-game 
judgment. First, they should decide using only video material or pictures from 
limited angles without any further assistance. Second, the technically supported 
decision-making process could be viewed, and the correct answer be given.  
 
This topic will fill estimated three hours of online content.  
 

 
Figure 2: Decide: Goal or no goal? (Spagnolo et al., 2013) 
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b)  Stationary voice control technologies  
 
Introduction and application  
Stationary voice control would probably help to improve the life in the future 
because it saves time in order to do easy tasks like telling the weather forecast. It 
is possible to put it at home and have all the time access.  
Several things like setting an alert make an appointment, call someone are only 
some of the features. The key for this feature is the speech recognition or 
automatic speech recognition. This technology deals with the investigation and 
development of procedures, which makes spoken language accessible for a 
computer.  
The speech recognition is to be distinguished from the voice or speaker 
recognition, a biometric method for personal identification. However, the 
realizations of these procedures are similar.   
 
 
Functionality  
$ÅÖÉÃÅÓ ÌÉËÅ ÔÈÅ Ȱ!ÍÁÚÏÎ %ÃÈÏȱ ÈÁÖÅ ÓÅÖÅÒÁÌ ÍÉÃÒÏÐÈÏÎÅÓ ÏÎ ÂÏÁÒÄ ÆÏÒ ÖÏÉÃÅ 
detection over the whole room. It is listening all the time for the initial word 
Ȱ!ÌÅØÁȱȢ )Ô ÉÓ ÁÌÓÏ ÃÁÌÌÅÄ the buzzword and has to stay in front of a task. The user 
for example can ask for information without using the hands. 
The functionality in detail is already explained in the mobile voice control report 
(Rabiner, 1989).  
 
 
Cons and criticism   
The main problem of the technology is that the device is not mobile. That means 
the user has to be close to the speech assistant. 
The fact that a device is always listening could be critical for the privacy of a 
user.  Even if the company does not want to, there is the possibility that hackers 
use this as a further possibility to access private data. 
Another feature is the possibility to shop on Amazon only with the voice of a 
user. Other people can abuse this feature. 
 
 
Justification   
4ÈÅÒÅ ÁÒÅ Ô×Ï ÍÁÉÎ ÌÅÁÄÅÒÓ ÆÏÒ ÍÏÂÉÌÅ ÖÏÉÃÅ ÃÏÎÔÒÏÌ ÁÐÐÌÉÃÁÔÉÏÎȢ 4ÈÉÓ ÉÓ Ȱ3ÉÒÉȱ 
ÆÒÏÍ !ÐÐÌÅ ÁÎÄ ÔÈÅ Ȱ'ÏÏÇÌÅ !ÓÓÉÓÔÁÎÔȱ ÆÒÏÍ 'ÏÏÇÌÅȢ 4ÈÅÙ ÂÏÔÈ ÁÒÅ ÅÁÓÙ ÔÏ ÕÓÅ 
and have pretty similar features.  The user is able to ask for information or 
control his smart home (Graves, Mohamed, & Hinton, 2013). This could be the 
light that should change the color or turn complete of, the thermostat of the flat, 
the home entertainment system or play some music.  
Athletes could get their own advantages from a speech assistant. This will save 
time and allow focusing on training and upcoming competitions.  
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Estimation  
Four hours can be filled: Most of the stuff would be the speech recognition (with 
three hours) and one hour for some example applications. 
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c) Biofeedback  
 
Introduction and application  
By use of different sensors attached to the skin of athletes, a direct feedback 
concerning body parameters can be given. These sensors can be applied to 
detect muscular activation, sweat, body temperature, skin conductance, 
respiration and heart rate in studies with biofeedback and brain waves or blood 
flow in studies with neurofeedback. By use of the real-time feedback, which is in 
most cases an audio or acoustic feedback, the athlete can learn to understand 
and control these parameters to increase sports performance (Dupee, Forneris & 
Werthner, 2016).  
 
Functionalit y  
With the sensors attached to the skin, the athlete will be placed into a stressful 
situation. This can be made in a stationary way, e.g. the athlete is placed in front 
of a screen to monitor a sport specific situation, or it can be made in (quite 
stationary) sports situations, e.g. pistol shooting or free throws in basketball 
(Langner, Stucke & Edelmann-Nusser, 2016). A typical training session consists 
of twenty to sixty minutes, where athletes have to concentrate on the task. Using 
a training with biofeedback and / or neurofeedback, athletes can learn self-
monitoring and self-observation about their nervous systems and become more 
aware of the connection between body and mind. They can learn to control 
bodily functions (Dupee, Forneris & Werthner, 2016). 
 
Cons and criticism   
Biofeedback and neurofeedback trainings are very time-consuming because each 
training has to be developed and performed individually. Additionally, only 
intra -person comparisons can be made (comparison to individual baseline 
values).  
Such training was developed for clinical settings to treat diseases, such as 
concentration disorders and migraine headache. It is an often used instrument to 
decrease fear and anxiety.  This psychological instrument can be transferred into 
the domain of (high-performance) sports, but more studies, especially with elite 
athletes are needed (Dupee, Forneris & Werthner, 2016). 
 
Justification   
There exist several studies, which confirm the advantages of biofeedback and 
neurofeedback training (e.g. Langner, Stucke & Edelmann-Nusser, 2016). Dupee, 
Forneris and Werthner (2016) found that athletes benefit from such training 
because they learn to identify, differentiate and control different body states, 
they increase their self-regulation for better management against distraction and 
to maintain better focus on relevant information, and they notice that the control 
of the respiration is an important factor. In sum, they receive a better 
comprehension for stress management; unconscious body processes become 
conscious.  
The concrete feedback helps athletes because it supports a comprehension about 
the own body and the own behavior, which athletes often are not aware of. The 
real-time feedback helps to connect the concrete reasons for the own reaction.  
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Especially with subsequent self-talks (Galanis, Hatzigeorgiadis, Zourbanos & 
Theodorakis, 2016) the knowledge can be consolidated. 
Furthermore, Marshall and Gibson (2017) detected that imagery training can 
also help to increase self-confidence, and Moen and Firing (2015) and Moen, 
Firing and Wells (2016) found out that attention training helps to increase the 
perception and to learn to deal with distractions in different sports. This way, 
such training can reduce stress in sports, and thus, increase performance.  
To gain further insights into performance of athletes, it would be possible to 
couple such biofeedback and neurofeedback with other technologies, e.g. 
eyetracking or virtual reality to analyze attention strategies. Or such feedback 
systems could be connected to analysis tools of biomechanics, such as movement 
recordings (film material or 3D movement analysis), force plates or shoe insoles 
to analyze connections between attention and movement executions. 
 
Estimation  
Two to three hours of content to describe and explain such training and give 
further examples. 
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1.4 Feedback and motivation  
 

a) Gamification  as a special type of giving feedback  
 
Introduction, application and functionality  
Gamification is a rather new approach to learning and engagement improvement 
using game-design elements and game principles in non-game contexts 
(Cugelman, 2013; Hamari, 2013; Wikipedia).  Introduced roughly ten years ago it 
gamification is seen to have a positive influence on user activity, quality and 
productivity of actions as well as enhancing interactions between users (Hamari, 
Koivisto, Sarsa, 2014, Iosup & Epema, 2014). Gamification refers to the use of 
design, elements and characteristic for games in non-game contexts rather than 
using the full-fledged games in a specific gaming intention (Deterding et al., 
2011).  

 
Figure 1: Gamification in the context of gaming and playing separated by the 

parts/whole dimension (Deterding et al., 2011) 
 
The application of procedures and methods, commonly known from video games 
(e.g. console games, computer games, game boy), have a strong influence on 
ÕÓÅÒÓȭ ÍÏÔÉÖÁÔÉÏÎ ÔÏ×ÁÒÄÓ ÆÕÌÆÉÌÌÉÎÇ ÖÁÒÉÏÕÓ ÔÁÓËÓȢ &ÒÏÍ Á ÐÓÙÃÈÏÌÏÇÉÃÁÌ ÐÏÉÎÔ ÏÆ 
view gamification can be defined as a process of enhancing services with 
affordances in order to invoke gameful experiences and further behavioral 
outcomes (Hamari, Koivisto & Sarsa, 2014). The psychological persuasion is 
achieved in three steps. First, the implemented motivational affordances. Second, 
the resulting psychological outcomes of this affordance. Third, behavioral 
outcomes due to the first two steps. 
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Figure 2: Three main parts of gamification (Hamari, Koivisto  & Sarsa, 2014) 

 
 
Cons and criticism  
Gamification tools and game-like interfaces provide various possibilities for 
giving feedback. Progressing bars, increasing numbers, batches, tokens, amount 
of accumulated knowledge are examples for feedback systems used in serious 
games. These forms of quantitative feedback increase engagement in the action 
(Reevers, B. & Read, L., 2011; Jung, Schneider & Valacich, 2010).  
Although being one of the most popular and trending topics regarding 
persuading and motivation people the simplicity of gamification is a big point of 
criticism. First, due to its simplicity, it can easily be used in a wrong manner 
when not understood fully. Second, every person has experienced game-like 
situations in some form or the other. Thus, other motivating architectures could 
be neglected or ignored unintentionally (Cugelman, 2013). 
 
Justification and estimation of course hours  
Gamification is a tool used in multiple disciplines and areas to motivate people 
and persuade users. Applications range across finance, productivity, health, 
education, sustainability and entertainment media (Deterding et al., 2011). Since 
gamification is a very flexible method to use it has to be considered in the 
application area of sports as well. Researches show the big potential of this 
approach in the educational context as well as in the area of e-learning (Lee & 
Hammer, 2011; Piteira, Costa & Aparicio, 2018; Shipherd & Burt, 2018; Pieteira 
& Costa, 2017).  
 
Estimation  
This topic will fill estimated 3 hours of online content. One hour for the 
theoretical introduction to the topic of gamification plus two hours of completing 
various tasks in order to earn some form of virtual reward.  
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b)  Calculation models  
 
Introduction and application  
Nowadays we need a precise and accurate measurement of the human energy 
consumption to fully understand how energy is regulated in order to develop 
interventions and evaluate their efficiency to protect the human for overweight.  
Another important reason to calculate the consumption is the effect on the 
performance of athletes.  
 
Functionality  
There are many possibilities to calculate the energy consumption of the human 
body. The most-often used methods are laboratory based, such as ergometry 
plus respiratory gas analysis while running or cycling on ergometers. These 
methods served as the golden standard, but are also very expensive. Another 
method is to use certain tables. According to the load of activity and the body 
mass index, the energy consumption can be guessed. This method is quite cheap 
and easy to apply, but not that precise as the laboratory methods. 
 
Cons and criticism   
There exist many models for calculation. There is a distinction between two 
groups. The first one uses general tables. It is only necessary to enter a few 
parameters for a first impression of the energy consumption. The second method 
determines the exact and individual consumption in the laboratory by means of 
respiratory gas analysis (Livesey & Elia, 1988). 
Of course it also depends on the possibilities and the requirements. The first 
method gives a guess of the consumption. It is cheap but not as accurate as it 
should be for elite athletes. The labor-method calculates the consumption on the 
basis of exact laboratory values. It will cost more money and need more time, but 
very precise if applied in an appropriate way. By using some biomarks for the 
metabolism it is possible to reach precise values (Trabulsi & Schoeller, 2018). 
The cost is also pretty high and it requires often invasive sampling like blood 
draw.  
The problem is that the consumption depends on the human himself and his 
activity. Periodical movements like endurance cycling or running on a known 
level are easy to measure but in sports with a change in velocity, e.g. team sports 
like soccer, or racquet sports and martial arts, exact calculations are not possible.  
 
Justification   
It is very important to understand how the body work with your meal and how 
much energy you need for specific activities. Therefore, it is necessary to 
calculate the basic consumption together with the consumption under load. Good 
examples are athletes in weight orientated sport classes like boxing or 
weightlifting. If they want to lose or gain some weight, they have to track their 
meals and their energy consumption.  This determines if more or less calories 
have to be taken.  
The understanding of the topic can improve the performance of athletes and 
should be known also by each trainer. Good examples are sport categories where 
athletes have a weight limit for a special class to compete against each other.  
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Estimation  
Four hours of content: explain different Models (1. Guessing Model and 2. 
Measure energy expenditure (EE)) and show some examples. 
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2. Motion tracking and analysis  

2.1 Single person  

a) Apps and software for qualitative and quantitative motion analysi s 
 

Introduction, application and functionality  
There is a lot of software for motion tracking and qualitative and quantitative 
motion analysis, from costly commercial programs (Simi Motion, Dartfish, utilius, 
TEMPLO) to cheap or even freeware programs. A well-known and increasingly 
scientifically used software (Barounig, 2018; Beato et al., 2016; Conte et al., 
2015; Cristea, $ÒÁÇÏĥ Ǫ 0áÄÕÒÅȟ ςπρτɊ ÉÓ ÔÈÅ ÏÐÅÎ-source program Kinovea  
(Kinovea, 2018), a project launched in 2004 with regular updates (current 
version 0.8.26) and in different languages. Videos can be imported, displayed 
frame by frame or with different speed. Two videos can be compared, 
synchronized (using one key frame) and overlapped. Vantage points can be 
visualized directly in the video or screenshots using tools (e.g. angle or distance 
measurement, human model including centre of mass calculation), marker 
tracking includes velocity calculation (if calibrated). Results can be exported in 
spreadsheet format (*.csv). 
Another freeware is Tracker  (Brown, 2018), originally designed for physics 
teaching. It provides similar functions as the aforementioned program Kinovea, 
but it is not as appealing for visualization. Autotracker function is more 
sophisticated, and data is directly displayed in diagram and table format (Figure 
1). 

 
Figure 4: Tracker user interface including Autotracker function and data display 

The increasing use of smartphones and tables operating on either Android, iOS 
or Windows led to an emerging market for apps. Throughout the last few years, 
there was a real boom of new and improved apps, which has now flattened out 
and left a number of useful apps. Besides fee-based light versions of well-known 
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motion analysis programs such as Simi Move (iOS 7.0 or later, $ 9.99) (Yeo & 
Sirisena, 2017) or Dartfish Express  ɉ!ÎÄÒÏÉÄ ÁÎÄ É/3ȟ Ό φȢωωɊ ɉ&ÉÇÕÒÅ ςɊȢ 9ÅÔ 
free of charge apps such as Hudl Technique  (formerly known as Ubersense) 
provide similar visualization tools (line, rectangle) (Agile Sports Technologies, 
2018). #ÏÁÃÈȭÓ %ÙÅ (Techsmith, 2018) on the contrary has a free trial, while the 
ÆÕÌÌ ÖÅÒÓÉÏÎ ÃÏÓÔÓ ÕÐ ÔÏ Ό ρχ ÄÅÐÅÎÄÉÎÇ ÏÎ ÔÈÅ operating system. 

 
Figure 5: Dartfish Express user interface including visualization tools  

Due to the lack of calibration, angles are the only quantitative measurement 
provided by motion analysis apps. TrackIt!  (Google, 2018a) and VidAnalysis  
(Google, 2018b) (Android) or iTrackMotion Lite  (Apple, 2018a) and Viana 
Videoanalyse  (Apple, 2018b) (all free of charge) provide very simple marker 
tracking including the necessary calibration. 
 

Cons and criticism  
$ÒÁ×ÂÁÃËÓ ÓÕÃÈ ÁÓ Ȱσ ÆÒÅÅ ÔÒÉÁÌȱ ÖÅÒÓÉÏÎÓȟ ×ÈÉÃÈ ÃÁÎ ÏÎÌÙ ÂÅ ÃÏÎÔÉÎÕÅÄ ÁÓ ÆÅÅ-
based, subscription, in-app buys, advertisements and upload platforms have to 
be mentioned. Potentials and risks in classroom use have been addressed by 
Drewes and Ziert (2014), Falkenberg et al. (2014) and Hebbel-Seeger, Krieger 
and Vohle (2014).  
 

Justification and estimation of course hours  
The invincible benefit of such apps is the easy use in everyday training process 
with fast feedback options. Therefore, this market can be expected to increase 
and further emerge in near future. The use of this mobile, intuitive technology in 
the practice of sport is highly supported and endorsed by Drewes and Ziert 
(2014), Falkenberg et al. (2014) and Hebbel-Seeger, Krieger and Vohle (2014). 
 
This topic will fill estimated four hours of online content; one hour for the 
theoretical introduction plus three hours for completion of the study task. 
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b)  Apps including sensors  
 

Introduction, application an d functionality  
Monitoring athletes has become very important in sports science. Movements, 
workloads and biometric markers can be recorded and analyzed and therefore 
maximize the performance and trying to minimize the injuries (Li et al., 2016). It 
is segmented into internal-load monitoring and external-load monitoring. 
Internal-load monitoring is defined as the physiological and psychological 
stimulations (e. g. brain function, blood assays, urine assays, skin and sweat 
sensors, etc.). As for the external-load monitoring, it is defined as the work 
completed by the athlete (e. g. duration, position, speed, distance, movements, 
etc.) (Cardinale & Varley, 2017). In the early stages of sports science, these 
parameters were only able to be gathered in a laboratory with fixed and static 
equipment. Because of the progress in technology, most of the monitoring of an 
athlete is now able to be captured in the field because of smaller and lighter 
sensors. This enables the athlete to naturally engage in his sport and also share 
important data with the trainer team or researchers (James & Petrone, 2016). In 
addition, sports sensor are affordable for hobby athletes as well and are heavily 
used in the health and fitness sectors (McGrath & Ní Scanaill, 2014).   
 
Example on a golf sensor: 
Golfsense is a small sensor unit, which is attached to the back of a golf glove. Data 
like club speed, club position, swing tempo and swing path is streamed via 
Bluetooth to a mobile device and can then be analyzed by an app (Figure 1.0). 
Alternative approaches are attaching a sensor directly onto the shaft of the golf 
club (SwingSmart, SwingTip, Swingbyte).  

 
Figure 6: GolfSense sensor with an app to analyze data (McGrath & Ní Scanaill, 

2014) 

Also, lots of other different sensors with other functions and different types of 
sports have been developed end reviewed (Chambers et al., 2015; Li et al., 2016; 
Magalhaes et al., 2015).  
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Cons and criticism  
A big problem is that many manufacturers do not provide solid information 
about accuracy, validity, and reliability of their products and often do not give 
access to the raw data of the sensors (Cardinale & Varley, 2017).  
On the one hand, the sensor technology continues to grow with lots of different 
approaches, techniques, and lower prices. On the other hand, those products 
might not be sufficient for elite athletes due to the above-mentioned lack of 
validity, reliability, and accuracy. Therefore, most of the fitness sensors are not 
100% accurate, which might not be noticeable in the health and fitness sector 
but for elite athletes, this difference might be considered high (McGrath & Ní 
Scanaill, 2014). 
 

Justification and estimation of course hours  
The development of wearable sensors has been very successful and is still 
evolving. The reduction in size, better sensor techniques, and reliability make 
this field a promising tool for the consumer market as well for the elite athletes.   
 
This topic will fill estimated two to three hours of online content. 
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c) Marker  and marker less motion capture  
 
Introduction and application  
Motion capturing is a technology to track all kinds of movements and transfer it 
into a computer language. That allows to save, analyze and process further the 
data. There are several points underneath this main topic. The most popular one 
is the tracking of the human body for 3D analysis. This will give important 
parameters like positions of the body or relevant segments, velocities, angles, 
trajectories and so on. 4ÈÉÓ ×ÁÙȟ ÁÔÈÌÅÔÅȭÓ ÍÏÔÉÏÎÓ ÃÁÎ ÂÅ ÒÅÃÏÒÄÅÄ ÁÎÄ ÁÎÁÌÙÚÅÄ 
to furt her improve the motion execution and to recognize mistakes and 
potentials. 
Other examples would be Head-Tracking and Eye-Tracking (for eyetracking see 
chapter eyewear)Ȣ ! ÍÏÒÅ ÄÅÔÁÉÌÅÄ ÖÅÒÓÉÏÎ ÉÓ Ȱ0ÅÒÆÏÒÍÁÎÃÅ #ÁÐÔÕÒÅȱ ÔÈÁÔ 
concentrates on specific human gesture and mimic. Nowadays a common usage 
is the computer game development. The characters should move like a real 
human. Therefore, the movements of expert athletes can be captured and 
implemented in video games, or other athletes could use this (perfect) 
movement execution to improve their own motor skills. 
 
Functionality  
There are two main ways to capture the motion. One way works with markers on 
anatomical landmarks (Moeslund & Granum, 2001) or marker clusters on body 
segments (Cheung, Baker, & Kanade, 2005). Normally several cameras track 
these markers. It is necessary because all markers has to been seen all the time 
for a robust tracking (but always at least to cameras have to capture the same 
point at the same time to create the 3D position). That is the reason for using 10 
or more cameras in different heights. The infrared cameras work by sending out 
a signal, which is emitted by the markers. Now it is possible to detect the location 
and in addition with other cameras it is possible to calculate the exact position in 
a room. This method is best one and that is the reason why it is the gold standard 
and often used in scientific studies. An alternative is to use normal cameras. They 
work with passive or active markers. The last one is sending signals by himself 
that is detected by the cameras.  
The second way and the newest one is marker-less tracking. It works with the 
silhouette of the human. The computer uses a normal video out of the camera 
and extracts the silhouette from the environment to calculate a virtual model. 
That allows to define also the exact points of specific joints and calculate all 
specific parameters like angles, velocity and so on (Colyer, Evans, Cosker & Salo, 
2018).  
 
Cons and criticism   
The negative side is the aspect of the time. Getting people ready for motion 
capture takes quite a long time when marker- or inertial -sensor-based systems 
are used. This setup time can be prohibitive in the world of life sciences where 
many people are scanned or the patients are so weak that they cannot endure 
the entire procedure or have a low attention span like children. So most of the 
time it disturbs athletes in their routine. It is also pretty stressful because the 
preparation is time consuming and the temperature has to kept high for the 
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upcoming exercise.   
These kinds of systems have also a problem with  costs and portability. There are 
mobile systems out there but they have sometimes problems with the light 
outside. However, while marker-based systems serve today as the golden 
standard in sports science in biomechanics, because they are very robust and 
accurate, more and more marker-less systems exist and provide for some sports 
situations many advantages (no need to place marker on anatomical landmarks) 
with (in some situations, such as one only athlete being tracked) similar 
accuracy. But marker-less systems are still in the development. Both systems 
have the disadvantage that they are not portable (Colyer, Evans, Cosker & Salo, 
2018). 
 
Justification   
These instruments allow to get such precise data and compare new 
measurement systems against this and give some valid information about the 
new ones. That is the reason why this technology is the gold standard in science 
and plays such a big role. It has such a big field of application for example the 
science and film industry.  
 
Estimation  
Minimum four hours of content because of so many different tracking types and 
methods. The cameras also take minimum one hour. 
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d)  Mobile 3D scanner s 
 

Introduction, application and functionality  
Anthropometry is one sub-discipline of sports biomechanics, dealing with the 
measurement of human body segment parameters: lengths, circumferences, 
surface, volume and finally Body Mass Index (BMI) (Baca et al., in print). Digital 
anthropometry is done using 3D scanners. 3D scanning technology has evolved 
from large to handy and from costly to low-cost (Koban, Schenck & Giunta, 
2016). This has widened its use in biomechanical and clothing applications as 
well as sport science research projects. Customization of biomechanical 
modelling and sports clothes relies on participant-specific body segment 
parameters. 
In contrast to stationary 3D scanners, non-stationary 3D scanners allow their 
application in varying surroundings. Scientific and commercial non-stationary 
3D scanning solutions range from portable multi-camera systems (Peyer, Morris 
& Sellers, 2015), Microsoft KinectTM sensor (Bonnechère et al., 2014) and hand-
held 3D scanners. Hand-held 3D scanners for full-body application cost from 
ÃÈÅÁÐÅÓÔ ÁÂÏÕÔ Ό ςππ ÔÏ υππȟ ÅȢÇ 89:ÓÃÁÎ (ÁÎÄÙ ɉ89:ÐÒÉÎÔÉÎÇȟ ςπρψɊ ÏÒ 3ÅÎÓÅTM 
(3D Systems, 2017) (Figure 1) up to high-ÅÎÄ ÐÒÏÄÕÃÔÓ ÆÏÒ Ό υȢπππ ÔÏ ςπȢπππ ÁÎÄ 
more, e.g. EinScan-Pro+ (Shining3D, 2016) or Artec Eva (Artec, 2018).  

 
Figure 7: SenseTM scanner 

The technology behind is either structured light (white light LED), laser 
triangulation (usually class I laser for human purpose) or infrared light (IR). 
From the acquired point cloud, a triangulated surface is created, which can be 
further processed. Open source software such as MeshLab (MeshLab, 2017; 
Cignoni et al., 2008) (Figure 2) or Blender (2018). 

 
Figure 8: 3D scan in open source software MeshLab 
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Validation of portable 3D scanners is usually done in comparison to stationary 
scanners, e.g. to standard stereophotogrammetry (Bonnechère et al., 2014). 
Surprisingly, scientific experience reports with hand-held scanners are sparse. 
Koban, Schenck and Giunta (2016) compare three different mobile hand-held 
scanning systems: Sense, iSenseTM mounted to iPad and Artec Eva for evaluation 
of plastic surgery outcome. The SenseTM scanner was found to be limited in more 
complex surfaces compared to the more costly Artec Eva scanner. Redlarski, 
Krawczuk and Palkowski (2017) calculated human body surface area using a 
hand-held Artec 3D Eva scanner. 
 

Cons and criticism  
The familiarization with 3D scanner handling takes several hours, and it has to 
be repeated for different size and shape of objects as well as lighting conditions 
(Hassmann et al., in print). The overall scanning procedure is more time 
consuming for cheaper scanners, and in the reproduction of more complex 
surfaces they are inferior to more costly scanners (Koban, Schenck & Giunta, 
2016). Instead of moving the scanner, the use of turntables has established for 
objects as well as humans. Placing the participant on a turntable keeps the 
required distance between scanner and object, thus reducing scanning time and 
facilitating the participant to keep the same position (Hassmann et al., in print). 
 

Justification and estimation of course hours  
The advantages of the hand-held 3D scanners can be summarized as follows: 
There are relatively cheap yet functional commercial 3D scanners available, 
×ÈÉÃÈ ÁÒÅ ÌÉÇÈÔ×ÅÉÇÈÔ ÁÎÄ ÈÁÎÄÙȟ ÁÎÄ ÓÏÍÅ ÉÎÃÌÕÄÅ ÆÒÅÅ ÓÏÆÔ×ÁÒÅȢ 4ÈÅÙ ÄÏÎȭÔ 
require any calibration before use. The SenseTM scanner provides quite good 
scan quality with high dimensional accuracy and repeatability if lighting 
conditions are optimal (Hassmann et al., in print). The market for cheap hand-
held 3D scanners is not yet saturated, so further developments and 
improvements can be expected. Course participants will get information to 
decide which price segment is necessary for their specific application. 
 
This topic will fill estimated three hours of theoretical online content. 
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e) Full body suits  
 
Introduction and application  
The human motion capturing data is of increasing importance. It helps to 
understand the movement in order to the environment and connect it with the 
digital world. Even tiniest movements like small twitches could be detected. The 
areas of application are very diverse. A common area is in the clinical orthopedic 
environment (Morris, 1973). Nowadays computer games and movies use this 
technology to transfer real human motion to a virtual character. However, it is 
also common to apply inertial sensors in motion analysis, both in competition 
and training capturing the position, attitude, velocity and acceleration to 
improve the performance (Camomilla, Bargamini, Fantozzi & Vannozzi, 2015). 
Furthermore, it is used in clinical diagnosis, monitoring rehabilitation and 
investigating motor learning in medicine and sports (Wagner, 2018). 
 
Functionality  
Full body suits allow measuring the human motion without cameras, but only 
with inertial sensors. This is a collection of several individual sensors. One of 
them is the accelerometer sensor, which detects the acceleration of the unit. In 
many cases there are three in one housing, because it is necessary for each axis. 
It is possible to make a statement about which position the body has. For 
spinning movements, it is further necessary to use the implemented gyroscopes 
(Wagner, 2018). They are able to measure the velocity of the rotation and is 
better for some movements. In vehicles, for example, this is used to detect the 
swing off out during braking. The last sensor in the unit is the magnetometer. It 
has also three axes and detects the orientation in correlation to the earth magnet 
field. In combination of all these sensors, positions can be calculated. If you 
already combine several sensors with a model and take a suit to put all together, 
you are able to get a human body model out of the data (Roetenberg, Luinge, & 
Slycke, 2009). 
 
Cons and criticism   
The negative side of theses sensors would be some limitations, such as 
insufficient calibration, ferromagnetic disturbances and insufficient alignment 
between sensor axes and anatomical axes. Furthermore, sensors can drift and 
become inaccurate due to high dynamics in sports, although ÔÏÄÁÙȭÓ ÓÅÎÓÏÒÓ 
provide at least ±2g and ±1500°s (Wagner, 2018). Another problem is the 
complexity of the topic. It isn´t easy to build or understand inertial sensors. Even 
the fusion of different sensors is so complicated, that a big company, or their 
software, is necessary for the work and this leads into high costs. On the other 
hand, companies and athletes can benefit due to co-operations. Athletes and 
coaches can get motivated and have better support during training and 
companies benefit from the reputation of experiences athletes. However, when 
applying inertial sensors, the user must have a profound knowledge in 3D 
kinematics. 
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Justification   
Inertial sensors are used in biomechanics since 1920. And since 1995 with the 
market entry of MEMs gyroscopes, IMUs (inertial sensor units) became small, 
light and inexpensive. When attached to several segments of the human body, 
the above described parameters can be analyzed without interference of the 
athlete. Furthermore, interactions, such as between horse and rider in 
equestrian sports can be measured (Walker et al., 2016). Furthermore, IMUs are 
portable and can be used both in laboratories and in fields.   
 
Estimation  
Six hours of content: two for the main explanations, two for examples, two for 
self-experiments   
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2.2 Team 

a) Drones 
 

Introduction, application and functionality  
Drones have become cheaper, and therefore they are an affordable toy for 
anyone, which has made them very popular in the recent years. The advances in 
Unmanned Aerial Vehicles (UAV), commonly referred to as drones, has led to 
increasing interest and use in many fields, turning them from toys into tools 
(Giones & Brem, 2017). Drones are used in several businesses: virtual tourism, 
real estate and civil engineering, and their applicability as parcel delivery has 
been claimed by Amazon (Hern, 2016). Research examples can be found mostly 
for landscape and archeology purposes (Campana, 2017), agriculture (Kavoosi et 
al., 2018), bridge (Seo, Duque & Wacker, 2018) or solar power plant inspection 
(Kumar et al., 2018). Sports science examples are sparse so far, yet many 
challenges have to be met in order to use the vast unexplored opportunities of 
drones in sport (Suresh & Sundararajan, 2014). They are expected to assess and 
enhance athletic performance (Frey, 2014). So far, drones in sport are being used 
for filming purposes, e.g. in the 2014 Sochi Winter Olympics (Lecher, 2014), for 
which special algorithms are developed (Natalizio et al., 2012). In the 2016 Rio 
Summer Olympics, drones were used in organization, surveillance and TV 
broadcasting (Nadobnik, 2016). Not to forget that drone racing has become an 
independent sport with international championships (Nadobnik, 2016). 
The application of drones in sport science will open new and exciting 
possibilities in many sports, such as track and field or team sports. In 2015, Akpa 
et al. presented the CuraCopter, combining an automated drone and a fixed video 
system that automatically follows an athlete to record his or her training session. 
Kljun et al. (2015) designed a concept of a drone projector for street exergames 
called StreetGamez. The most advanced approach was presented by Ferreira, 
Cardoso and Oliveira (2015) for indoor soccer player detection by two Parrot 
AR.Drones (see figure 1, left).  
The advantage of drones over CableCams or fixed team sport systems is their 
price, versatility and mobility. Current systems are expensive and require a long 
time and expert knowledge to set up (Lecher, 2014). Drones are mostly 
quadcopters with four rotors such as the DJI Phantom 4 (DJI, 2018) (see figure 1, 
right), but there are also bi, tri, hexa or octo depending on the number of rotors. 

   
Figure 9: Left: Parrot AR.Drone 2.0. Right: DJI Phantom 4. 

These drones are equipped with a camera, which can be controlled and viewed 
via WiFi on the smartphone or tablet. In addition, traditional 2.4 GHz remote 
control is available. Video recordings can be transferred directly or stored on SD 
card inside the drone camera. Gimbal lock provides stability of flight and video 
even under wind influence. First person view (FPV) means to fly the drone not 
by sight, but by the live picture of the camera mounted on the drone.  
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Cons and criticism  
The current restrictions in flight time (Lecher, 2014) and video quality depend 
on the price of the drone. Depending on the desired angle of view, the camera 
ÍÕÓÔ ÂÅ ÁÂÌÅ ÔÏ ÐÒÏÖÉÄÅ ÂÉÒÄȭÓ-eye view. 
The incident of Austrian skier Marcel Hirscher, who was almost hit by a crashing 
drone in a slalom race in Madonna di Campiglio in December 2015 (Thorpe, 
2017), arose the discussion on the safety of drones. Legal regulations concerning 
drone weight, flight height, camera use and redundant drive are different in all 
European countries. In Austria, for example, unmanned flying objects with up to 
79 Joule motion energy, not higher than 30 m above the ground, within range of 
vision (no FPV flight), not above people and without cameras do not require 
license. For any other purpose, the license has to be applied for and the drone 
pilot needs a special permission. 
 

Justification and estimation of course hours  
This topic will fill estimated four hours of theoretical online content, including 1 
hour of research task on legal regulations of drone use in the course paÒÔÉÃÉÐÁÎÔȭÓ 
home country. 
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b)  GPS technologies  
 
Introduction, application and functionality  
Global positioning system is a technology originally invented in the 1970s for 
military usage. In the 1980s usage for civilian purposes were allowed. It was the 
first global navigation satellite system (GNSS) to be introduced to the world. This 
system uses over 30 satellites in order to provide accurate tracking and 
navigation (Edgecom & Norton, 2006). Each satellite is equipped with an atomic 
clock constantly transmitting information about the exact time. A GPS receiver 
compares the signal and time stamp of multiple satellites and calculates the 
travel distance of the signal. By calculating the distance to at least four satellites, 
the exact position can be determined (Larsson, 2003; Edgecom & Norton, 2006). 
Today there are four different GNSS (BeiDou, Galileo, GLONASS and GPS) 
integrating a regularly increasing number of satellites to refine navigation and 
tracking (Li et al., 2015; Geng et al., 2018).  
 

 
Figure 1: Triangulation method to determine position (Larsson, 2003) 

 
GNSS are used in various applications in the field of sports including team sports, 
track and field, winter sports, and others at elite and amateur level (MacLeod et 
al., 2009; Edgecom & Norton, 2006, Aughey & Falloon 2010; Read et al., 2018; 
Polgaze et al., 2018). 
 
Cons and criticism  
GPS used in team sports shows an acceptable level of accuracy and reliability for 
total distance and peak speeds as well as for average speed during high-
intensity, intermittent exercises. (MacLeod et al., 2009; Coutts & Duffield, 2010).  
Nevertheless, it can be unreliable for very high intensity activities (Coutts & 
Duffield, 2010; Aughey, 2011). Real-time analysis which is valuable in the field of 
sports can result in different values for performance parameters compared to 
post-game data (Aughey & Falloon, 2010). GPS technologies are rather simple to 
use and show easy usability. Especially at non-elite level where minor 
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inaccuracies are acceptable these systems offer satisfying possibilities for 
tracking and performance analysis.  

 
Figure 2: Route taken by an orientation runner (1-7) (Larsson, 2003) 

 
Justification and estimation of course hours  
GNSS are commonly used in the field of sports research, coaching and 
performance analysis (MacLeod et al., 2009; Edgecom & Norton, 2006, Aughey & 
Falloon 2010; Read et al., 2018; Polgaze et al., 2018).  These constantly evolving 
systems (Witte & Wilson, 2005) are state of the art and will be for a long period 
of time.    
 
This topic will fill estimated three hours of theoretical online content. 
Participants should learn about the different global navigation satellite systems 
and their basic functionality as well as their accuracy and validity under certain 
circumstances. This knowledge should be applied by selecting and justifying an 
appropriate system for a given research task.  
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c) LPM systems  
 

Introduction, application and functionality  
Cons and criticism  
Local Positioning Measurement (LPM) systems enable the acquisition of X-, Y- 
and (in some cases) of Z-coordinates of athletes and sports devices (ball etc.) 
within spatially limited fields like soccer pitches or athletic tracks. These 
positions are measured, depending on the system, up to 5.000 times per second 
with high precision. With this, LPM systems are able to describe and visualize 
spatio-temporal properties of human movements and sports devices very 
accurately. By means of exact and high frequent time and location data a couple 
of kinetic parameters (speed, acceleration etc.), relevant to describe and quantify 
sports performances, can be directly derived. Figure 1 shows a typical physical 
analysis sheet of a basketball training session. 

 
Figure 1: Distance and speed analysis of the smart Kinexon® system (Kinexon, 

2018)  

The by far largest application fields of LPM systems in sports are match analysis 
and training monitoring. All 22 players of a soccer match, for instance, can be 
tracked in real time, and the gathered data is used to evaluate the physical 
performance (e.g., covered distances, peak speeds, mean intensities; Leser, Baca, 
& Ogris, 2011) as well as tactical issues (e.g., distances to team mates or 
opponents, area covered by a team; Lames, Siegle, & O`Donoghue, 2012). By 
means of accurate location data of all players and the ball, events like passes, 
shots or duels can be automatically detected (Kapela, McGuiness, Swietlicka, & 
/ȭ#ÏÎÎÏÒȟ ςπρτɊȢ )Î ÔÈÅ ÐÁÓÔ ÔÈÅÓÅ ÅÖÅÎÔÓ ×ÅÒÅ ÇÁÔÈÅÒÅÄ ÂÙ ÈÕÍÁÎ ÏÂÓÅÒÖÁÔÉÏÎ 
for the purpose of tactical analyses. Positioning data is nowadays also more and 
more used to mÏÄÅÌ ÃÏÍÐÌÅØ ÐÁÒÁÍÅÔÅÒÓ ÌÉËÅ ÔÈÅ ȰÐÒÅÓÓÉÎÇ ÉÎÄÅØȱ ÏÒ ÔÈÅ ȰÓÐÁÃÅ 
ÃÏÎÔÒÏÌ ÉÎÄÅØȱ ɉ-ÅÍÍÅÒÔ Ǫ 2ÁÁÂÅȟ ςπρψɊȟ ×ÈÉÃÈ ÃÌÁÉÍ ÔÏ ÈÁÖÅ ÈÉÇÈ ÖÁÌÉÄÉÔÙ ÆÏÒ 
success in game sports. 
Besides the benefits of tracking data for training evaluation and game analysis, 
position information is also intensively used in TV coverage, internet and print 
media. Viewers and readers are informed about the performance data of players 
such as covered distances, speeds etc. 
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There are two main types of LPM technologies: radio wave based (electronic) 
tracking and image/video based tracking: 
Radio wave based tracking systems work similar to GPS (Chapter 2.2 b) but 
locally restricted to the sports pitch or other sports facility. The players wear 
transponders at their bodies, which answer to a conventional radio signal with 
an ultra wide band pulse (UWB). The UWB signals are received by basis stations 
(sensors) mounted around the observation field and are then transferred to a 
computer. By means of time-difference-of-arrival and/or angle-of-arrival 
measurements of the UWB signals at the basis stations, the location (x-, y-, z-
coordinates) of the transponders can be calculated. These electronic systems 
have sample rates up to 5.000 Hz, which have to be shared among all active 
transponders. The accuracy is much higher than for GPS systems (Ogris, Leser, 
Horsak, Kornfeind, Heller, & Baca, 2012) and some systems also enable good 
measurements for momentary speeds, accelerations and deceleration. Similar to 
GPS a full automatic operating mode is possible. Besides the relative high costs, 
the main drawback of this type of system is the obtrusiveness of the 
transponders, which prohibited using the systems in many competitions under 
official rules (e.g., soccer) in the past. Nowadays, as miniaturisation of the 
sensors prolongs, this restriction is more and more removed. 
Image based tracking is performed via calibrated video cameras. Due to no 
devices are required to be worn by the players, this method can be used for 
tracking in all game sports in training as well as for competition. Although also 
moving cameras can be used, most tracking approaches apply fixed cameras, 
which saves a couple of calibration problems (Beetz et al., 2009). Depending on 
the size of the pitch 1 to 16 cameras are mounted heightened at a central 
location or around the sports court. Each camera covers a certain section of the 
field and is usually calibrated in 2D by means of the field markings. If objects 
(like players or a ball) move into the calibrated pictures they can be detected, 
thus assigned to the regarding video pixels. Due to the calibration, the pixel 
coordinates can be converted into real world coordinates (location on the pitch). 
This is mostly done via player segmentation from the background (Figure 2) and 
temporal correspondence. The centre-bottom coordinates of the detected 
foreground object, respectively the player, are taken as the position of the 
corresponding player. This method is working very well as far as two or more 
players are not too close to each other. But, due to the interacting character of 
game sports, collisions between players occur frequently. These occultations 
prohibit automatic player tracking down to the present day. In the future, this 
problem will be solved by a combination of better hardware (higher image 
resolutions etc.) and smart algorithms, which use specific player features (e.g., 
hair colour, shirt number) to definitely identify single athletes. 
 

Justification and estimation o f course hours  
(Automatic) LPM systems are the most important technical innovation for 
performance analysis in sports in the last decades. This is in particular for 
(invasive) sports like football, where positioning is probably the most important 
factor for the overall performance in competition (Kannekens, Elferink-Gemser, 
& Visscher, 2011). Besides the automatic analysis of physical factors position 

http://www.dict.cc/englisch-deutsch/occultation.html
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data also enables tactical analyses in depth ɀ above all in future, when more and 
more algorithms based on artificial intelligence will be integrated and applied. 
 

 
Figure 2: Color image and corresponding background image with segmented 

foreground (VisTrack®) 

This topic will fill estimated three hours of online content. 
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d)  Quasi 3D-Visualisation  

Introduction, application and functionality  
Visualising key factors of sport performances has become an important part of 
applied game analysis and for sports broadcasting (Hilton, Guillemaut, Kilner, 
Grau, & Thomas, 2011), which was the driver of this technology. TV stations 
nowadays do not only entertain people and send images from sport events but 
also provide in-depth information of athlete´s and team´s performances 
(Thomas, G., Gade, R., Moeslund, T., Carr, P., & Hilton, A., 2017). The 
requirements for proper visualising systems are very high, because they have to 
handle professional video footage, should work very efficiently (the analyses are 
often used immediately post-event or even live) and produce attractive graphics 
(Figure 1). Derived from these broadcast technologies also downgraded systems 
developed for the use of team sports coaches or analysts. Here, the focus of the 
visualisation systems does not lie on entertainment but on the assistance of the 
conveying process. Concretely, coaches can use these tools pre-event to 
communicate their ideas, plans and strategies how to play (tactical behaviour) to 
their players and post-event to analyse their own matches and those of their 
opponents.  

 
Figure 1: Football visualizations with the Viz-Libero® system and available 

visualization elements (bottom)   

Simple visualisation tools using common figures (line, arrow, rectangle etc.) are 
part of nearly all analysis programmes in team sports (see chapter 2.2 e) 
Annotation systems). However, this kind of visualisation can only be applied for 
still pictures and is not considered here. The requirements of smart 
visualisations, as discussed in this chapter, are the option of pitch calibration and 
the application in moving images (video). Currently, there are a couple of such 
systems available on the market (e.g., VizLibero; Piero; Coach Paint). 
In fact, all these systems apply a 2D-calibration in due consideration of 3D-
objects (players, ball, goals) as basis of the visualisations. First, the colours of the 
background (pitch/playing field) and the foreground (3D-objects) are defined ɀ 
similar as it is done for video-based tracking (see Figure 2 in chapter 2.2 c) LPM 
systems). Second, the video is calibrated to the pitch (Thomas, G., 2007) by 
means of the playing field lines (Figure 2). In a first step, this is done for one 
single video frame very accurately. Thereafter, this calibration information is put 
over all other frames of the video sequence, which is visualised.  Due to the 


